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Figure 1. a: PoCoPo is a handheld pin-based shape display that has 18 pins on two opposite faces of the device (36 pins in total). The display area
where the pins move up and down touch the user’s fingers and palm base. By controlling the length of the 36 pins, PoCoPo can render various shapes,
including rectangular and curved shapes (e.g., b-1 and b-2 show a user holding a glass). Moreover, PoCoPo can render dynamic transformations of
graspable objects (e.g., c-1 and c-2 show the pins moving up and down to represent the heartbeat of a small animal).

ABSTRACT
We introduce PoCoPo, the first handheld pin-based shape dis-
play that can render various 2.5D shapes in hand in realtime.
We designed the display small enough for a user to hold it in
hand and carry it around, thereby enhancing the haptic experi-
ences in a virtual environment. PoCoPo has 18 motor-driven
pins on both sides of a cuboid, providing the sensation of skin
contact on the user’s palm and fingers. We conducted two
user studies to understand the capability of PoCoPo. The first
study showed that the participants were generally successful in
distinguishing the shapes rendered by PoCoPo with an average
success rate of 88.5%. In the second study, we investigated
the acceptable visual size of a virtual object when PoCoPo
rendered a physical object of a certain size. The result led to
a better understanding of the acceptable differences between
the perceptions of visual size and haptic size.
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INTRODUCTION
Recent advances in graphic and display technologies have con-
tributed to making the virtual reality (VR) experience more
immersive. In most VR applications, it is quite common for
users to touch virtual objects, hold them in their hand, and
carry them around. To maximize the VR experience, some
applications even change the shape of the object being held
by the user, particularly in gaming applications. Most com-
mercially available VR controllers, such as Vive Controller1

and Oculus Touch2, simply use vibration motors, which only
provide vibrotactile sensation to the hand of a user, making
it difficult for the user to believe that they are holding ob-
jects with the particular shapes that they see in the virtual
environment.

To make the VR experience more realistic, researchers have
developed several methods to provide haptic feedback without
the use of vibration motors [9, 12, 28]. These methods have
1https://www.vive.com/us/accessory/controller/
2https://www.oculus.com/rift-s/
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unique mechanisms to render haptic sensations to the user’s
hands. However, most of these methods focus on simply
providing force feedback to the hands. Because the sensation
of skin contact plays an important role in rendering shape
sensations, existing methods cannot fully provide the sensation
of holding objects with varying shapes. Some studies have
proposed devices that reproduce the sensation of skin contact
[2, 14, 18, 46, 56, 57]. However, these devices can only
support a limited variation of renderable shapes [14, 18, 46],
they require a significantly long time to change shape [2, 56,
57], or they cannot change shape while being held by a user
[14, 56, 57].

To overcome these limitations, we formulated the idea of a
handheld pin-based shape display. Then, we developed a
device with 36 pins (= 3 rows × 6 columns × 2 sides) called
PoCoPo (POp up COntrolable Pins On palm) that can simulate
dynamic shape-changing by controlling the pin extrusions
(Figure 1).

The major difference between PoCoPo and its predecessors
[10, 15, 48] is that PoCoPo is the first handheld pin-based
shape display that can render 2.5D shapes. The actuators of
existing pin-based shape displays are often placed underneath
the pins, making them hard to fit within the graspable size. For
PoCoPo, we used a worm gear mechanism to set the actuators
orthogonal to the pins. In this manner, PoCoPo achieves
its graspable size by placing the actuators and circuits in a
direction that does not interfere with fingers and palm. This
mechanism also contributes to the non-backdrivable feature of
the pins; thus, avoiding a change of the rendered shape while
the user is grasping the device.

In this study, we proposed the hardware design of PoCoPo.
Furthermore, we conducted two user studies to evaluate the ef-
fectiveness of the device. In the first study, we tested whether
the participants could perceive the different shapes rendered
by PoCoPo. The results showed that the participants could
correctly distinguish the differences in the shapes rendered by
PoCoPo. In the second study, we investigated the acceptable
range of the visual sizes of virtual objects for a given shape
rendered by PoCoPo and a given physical size. We believe that
clarifying the acceptable size differences between the device
size and visually perceived virtual object size is important
information for a VR practitioner when developing VR ap-
plications using PoCoPo. These two studies demonstrate the
usefulness of PoCoPo for 2.5D shape-rendering in hand.

The main contributions of this paper are threefold:

1. We present the novel concept of a handheld pin-based shape
display capable of controlling the lengths of 36 pins to
render 2.5D shapes in hand.

2. We present the design and implementation of PoCoPo that
miniaturize the size of the pin-based shape display into a
handheld size. A worm gear mechanism contributes to this
device miniaturization and the non-backdrivable feature of
the pins.

3. Two user studies were performed to understand the capabil-
ity of PoCoPo through investigations of the prediction of the

shape rendered by PoCoPo and the visual size acceptance
range. The results of the studies show that the users can
predict the shapes rendered by PoCoPo without any visual
cues and that there is an acceptable difference between the
perception of visual size and the haptic size.

RELATED WORK
PoCoPo builds upon the previous studies of haptic displays,
particularly pin-based shape displays, wearable haptic devices,
and haptic devices for VR.

Pin-based Shape Display
Pin-based shape displays are a class of haptic device that
can render the surfaces and shapes of objects using a set of
thin pins. There are haptic displays that use pin arrays to
present tactile notification and directional information [6, 42].
However, these displays are not intended to render shapes
or surfaces using pin arrays. Haptic displays that use an ar-
ray of pins for rendering surfaces and shapes by controlling
the extension of the pins are known as pin-based shape dis-
plays. For example, Surface Display [15] has 4 × 4 pin arrays
mounted to a mechanical arm to render surfaces of virtual
objects onto the fingertip. FEELEX [17] has a larger display
size with more than twice as many pins as Surface Display,
enabling multiple fingers and whole-hand interactions. The
pins are covered with a flexible screen, which project images
of virtual objects directly onto the display surface. Lumen
[34] has a 2D array of movable pins that can present visual
images as well as render physical shapes. Leithinger et al. en-
hanced interaction techniques with virtual 3D graphics using
shape displays combined with various input modalities [24,
25]. Meanwhile, Follmer et al. introduced a high-resolution
and high-response pin-based shape display, named inFORM,
and explored various applications with the device [10], e.g.,
telepresence [23], manipulating physical objects [36], physics
simulations of materials properties [31, 29], and composing
craft animation [30]. More recently, Suzuki et al. used similar
shape display technology as a tool to realize a reconfigurable
3D printer [45]. However, one limitations of these devices is
that they do not have mobility, typically serving as anchored
tabletops.

Some researchers have already proposed mobile shape dis-
plays [41, 5, 18, 16]. shapeShift [41] is a shape display that
can be mounted on wheels, enabling the user to manipulate
its position freely. However, the system has to be used on a
tabletop. Jang et al. proposed a handheld shape display that
can be attached to smartphones edges [18]. As this device
employs a single-line pin array, the device can present only
1.5D shapes. Moreover, the backdrivable actuators employed
for this device enable the pins to be used as an input, such as
buttons, but the output force of each pin is inevitably weak.

Although our work is inspired by past research on pin-based
shape displays, our prototype is the first graspable shape dis-
play with 2D pin arrays on two opposite faces of a cuboid (3×
6 = 18 pins per side) to display 2.5D shapes in hand. Aligning
the pins two-dimensionally and miniaturizing the device to be
of handheld size, we developed a unique actuation mechanism.
To achieve this, PoCoPo leverages a worm gear mechanism



and horizontal lead screw. In addition, PoCoPo employs a
non-backdrivable mechanism to maintain its rendered shape
while being held by a user.

Wearable Haptic Display
Wearable haptic displays can be used to present not only fric-
tion and shear force to skin surfaces, but also to generate a
haptic-holding sensation. By applying external forces to fin-
gers, the positions of fingers can be fixed as if holding an
object. Many studies have proposed rendering the sensation of
holding various objects by placing an exoskeleton mechanism
onto the hand of a user and presenting haptics with resistance
forces to the hand [12, 51, 32] or fingers [9, 37, 52, 7, 8]. The
limitation of these systems is that the skin contact sensation,
which is an important factor in haptic interaction for VR, is not
fully provided. As a wearable haptic display that can provide
skin contact sensation, PuPoP was proposed by Teng et al.
[46]. PuPoP utilizes small airbags of pre-defined shapes. By
holding the airbag in one’s hand, a user can feel as if he/she is
holding an object only when the airbag is inflated. By stacking
a few airbags and selecting the appropriate airbag to inflate,
PuPoP can virtually change the shape of the object while the
user is holding the airbag. The limitation of PuPoP is that it
cannot simulate the continuous transformation of the shape of
an object.

Similarly, our focus is on providing the skin contact sensation
as if a user is holding different types of shapes. We propose
the use of a pin-based shape display for reproducing the haptic
sensation of holding various objects without replacing the
proxy in the user’s hand. Our proposed device also enables the
transformation of the shape of the proxy while being held by
a user, enabling the user to feel like he/she is holding a living
creature.

Haptic Displays for Shape-rendering in Virtual Reality
Researchers of haptic displays for VR have studied various
haptic sensations, such as texture [50, 22], stiffness [44, 43],
collision [27, 28], and weight perception [13, 19], to improve
reality and immersion in VR. Among them, some studies
have focused on the shape perception of the handheld tools
in VR. Typically, such studies focus on the notion that the
inertia tensor of objects has a significant effect on the human
perception of estimating the sizes and shapes of the wielded
tools. For example, Shifty [53] aimed to change the length and
thickness of wielding props by manipulating the position of
weight in one axis. Fujinawa et al. proposed a design method
of computationally optimized laser-cut props that allow a user
to perceive as if they had the desired shape, even though
they were smaller than the actual shape [11]. Shigeyama et
al. developed a device that can render various 2D shapes,
including asymmetric shapes, by placing two weight modules
at arbitrary positions in a two-dimensional plane [39]. In
addition, handheld devices that can present 2D shapes with a
single interface based on the control of the air resistance with
movable surfaces [54, 26] have been demonstrated.

These studies aimed at rendering the shapes of wielding ob-
jects to represent handheld tools for VR action games (e.g.,
wands and guns) or VR training (e.g., rackets, bats, painting

Dimension (mm) 222 × 52 × 54
Display size (mm) 58 × 30
Number of pins (one side) 3 × 6
Weight (g) 354
Pin width (mm) 8.7
Pin pitch (mm) 9.5
Max pin height (mm) 3, 9, 14
Max speed (mm/s) 4.67
Travel resolution (mm) 0.5
Output force (N) 2.5

Table 1. Technical specifications of PoCoPo.

brushes, and skillets). Meanwhile, our goal is to render various
shapes and their dynamic transformation of graspable objects.

DESIGN AND IMPLEMENTATION
The purpose of our study is to propose a handheld shape
display that can render various shapes and transform its shape
in realtime while being held by a user. In this section, we
first introduce the design rationale of PoCoPo. Then, we
present the hardware specifications, software integration, and
an application of PoCoPo. Figure 2 shows a system schematic
of PoCoPo. Moreover, the technical specifications of PoCoPo
are listed in Table 1.

Figure 2. Top and side views with the dimensions of PoCoPo.

Design Rationale
To realize our purpose, we derived the following design ratio-
nale.

1. Mobility: Because we intended to design PoCoPo as a
handheld device, all the mechanisms and electric circuits
should be integrated into a handheld-sized object.

2. Non-backdrivability: A non-backdrivable mechanism, i.e.,
worm gear, is used to prevent the pins from being pushed
in when the user is holding the device. Although this mech-
anism slows down the speed, its low gear ratio generates



enough power to push fingers and a palm away, while main-
taining the rendered shape.

3. Shape renderability: To render various shapes in hand,
PoCoPo should be designed to have as many pins as possi-
ble inside one’s hand within the constraints of the size of
the hand and actuators.

Hardware
Based on the design rationale stated above, we developed
PoCoPo.

To design a handheld device that can change its shape, we
implemented a pin-based shape display that can be easily held
by a user. The pins protrude from two sides of the device.
One side touches the user’s palm base, while the other side
touches the user’s fingers. Each side has three arrays of six
pins; thus, the device has 36 pins (= 3 rows × 6 columns ×
2 sides) in total. The size of the device is 222 mm × 52 mm
× 54 mm, including the printed circuit boards (PCBs) and the
microcontroller. The display area, where the pins touch the
user’s palm base and fingers, is 58 mm × 30 mm on each side.

To give the device grip, we used a DC motor vertical to the pin
axis attached via a worm gear mechanism (Figure 3). The gear
ratio between the worm and worm wheel was 1:13. This mech-
anism enables the non-backdrivable feature, i.e., although the
user holds the device, the length of the pins remains the same
without applying power to the motors. Another reason for the
use of the worm gear mechanism is to increase the power of
the DC motors for the generation of sufficient power to push
the fingers and palm up, simultaneously. We used the Pololu
26:1 Sub-Micro Plastic Planetary Gearmotor3 to actuate the
worm gear.

The tactile spatial acuity, which can be measured by the two-
point discrimination test, is often used to measure the spatial
resolution of tactile stimulation. It is known that tactile spatial
acuity differs depending on the body part, e.g., 0.6 mm at the
fingertip, 5 mm for the rest of the finger, and 9 mm on the
palm [20, 47]. Thus, in the case of PoCoPo, a 0.6-mm pin
pitch would be ideal for supporting the fingertip. However, in
practice, owing to the availability of the motor, the pin width
and pitch would be 8.7 mm and 9.5 mm, respectively. The
resolution of the device is limited by the motor size in the
current implementation.

PoCoPo has a modular design that facilitates the easy expan-
sion of the rendering region, depending on the purpose. We
created 12 small modules comprising 1 × 3 pin arrays. The
lengths of the pins were varied according to their positions to
prevent interference of the mechanisms. The pin lengths were
5, 11, and 17 mm in the order from the outermost pin, and
each pin can extend up to 3, 9, and 14 mm (Figure 4).

The pins were coupled with a lead screw (2 mm and 4 starts).
The lead screw was attached to the top of the worm wheel
to ensure simultaneous rotation. To track the rotation of the
lead screw, we embedded a self-made optical encoder with
EE_SY1934 at the base of the lead screw. We manually drew
3https://www.pololu.com/product/2357
4https://www.fa.omron.co.jp/product/item/2301/en/

Figure 3. Worm gear mechanism used to change the force direction and
increase the power. By actuating the worm gear (blue: worm, red: worm
wheel with lead screw) by a DC motor (black), the pin moves with up-
down motion.

Figure 4. Variations in pin length depending on their position: 3, 9, and
14 mm. A rendered CG image of the worm gear mechanism is overlaid.

a reflective pattern on the base with white and black markers.
Then, the optical encoder could read the changes in the color.
In this manner, PoCoPo measures the extension lengths of the
pins. The measured resolution of the pin length was 0.5 mm.

These elements, including the worm gears, pins, and housing
of PoCoPo, were all 3D printed with ProJet 3500HD MAX
(resolution: 0.029mm) and made from UV curable resin.

A schematic of the circuit is shown in Figure 5. We used
a motor driver (DRV88305), the motor speed and rotational
direction of which can be controlled via I2C to reduce the
number of lines for motor control. This motor driver can
control nine motors with one I2C bus. In addition, we used
Teensy 3.66 as a microcontroller to control PoCoPo, because it
has four I2C buses for the motor drivers. The microcontroller
communicates with a PC through serial communication, either
by USB or Bluetooth, at a baud rate of 115,200. PoCoPo is
externally powered and requires a maximum of nearly 20 W
(5V / 4A) to drive all pins simultaneously (when PoCoPo is
not tightly grasped). A Vive Tracker7 can be combined for
positional tracking.
5http://www.ti.com/product/DRV8830
6https://www.pjrc.com/store/teensy36.html
7https://www.vive.com/us/vive-tracker/
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Figure 5. Overview of the software and hardware architecture of
PoCoPo. Four types of custom two-layer PCBs were designed for
PoCoPo. The microcontroller (Teensy 3.6) and a Bluetooth module are
attached to the main board. The motor driver board is connected to
the main board via I2C. The board with two multiplexers (multiplexer
board) is used to switch the optical encoders to read by time division.
The encoder board is placed at the bottom of the pin to measure the
length of its extrusion.

Software
The firmware of PoCoPo is written in C for Arduino. The
sets of pin lengths for rendering shapes are registered in the
firmware. The length of each pin for rendering a shape is
determined such that the midpoint on the outer edge of each
pin is close to the surface of the target shape (Figure 6).

Unity8 is used for rendering VR applications, which has an in-
terface with a tracking device (Vive Tracker). The applications
send a serial command to the firmware when the user holds
an object in VR; then, PoCoPo begins changing its shape to
that of the selected object. This method was adopted for the
simplicity of transmitting/receiving data; however, sending
each pin length to PoCoPo every time is also acceptable.

Applications
Rendering static objects in VR
PoCoPo can render static objects by controlling each pin
length. Figure 7 demonstrates how the user can hold sev-
eral objects on the table as seen in VR. PoCoPo changes its
shape depending on what the user holds in VR.

Rendering dynamic objects in VR
By dynamically moving each pin length in the user’s hand,
PoCoPo can render movements of VR objects in hand. In the
VR application, the user can freely hold animals (Figure 8).
As can be seen, the user holding the hedgehog experiences
the extrusion of the needles of the hedgehog into their hand
by changing pin lengths of PoCoPo. As for the hamster, the

8https://unity.com

Figure 6. Shape surface represented by the blue areas (a circle here).
Each pin length is determined so that the midpoint on the outer edge of
each pin is close to the surface of the target shape.

Figure 7. Example applications of PoCoPo regarding the rendering of
static objects. The user can freely hold a: a glass (linear surface), b: a
matryoshka (convex surface), or c: a trophy (concave surface) on the
table in VR.

user feels the pulse of the hamster, which is represented by the
expansion and contraction of the pins of PoCoPo. Meanwhile,
if the user holds a snake, he/she feels the wiggle of the snake’s
tail. Moreover, PoCoPo can present the shape change in re-
sponse to the user’s actions, for example, the bow curvature
changes when shooting an arrow.

USER STUDY 1: SHAPE PREDICTION WITHOUT VISUAL
INFORMATION
The purpose of this study is to investigate whether the shapes
rendered by PoCoPo are distinguishable for the users by just
holding the device. Referring to the experimental setup and
procedure of Shimojo et al. [40], we investigated whether
the participants can discriminate the shape of the held object
without visual information.

Participants
For this study, 11 paid participants (5 males and 6 females)
aged 19 to 52 years (mean: 28.6, std: 10.1) were recruited.
One participant was left-handed. The average hand size and
palm width of the participants were 17.5 cm and 8.3 cm, re-
spectively.

Design and Setup
The setup of the study is shown in Figure 9. We covered the
board to prevent the participant from seeing PoCoPo and the
rendered shapes directly. To eliminate the effect of the way

https://unity.com


Figure 8. Example applications of PoCoPo regarding the rendering of
dynamic objects. The user can freely hold animals in VR. a: Popping up
of the pins when holding a hedgehog. b: Expanding or shrinking of the
device representing hamster pulse. c: Movement of the pins correspond-
ing to the movement of a snake.

participants hold the device, it was mounted on a bespoke
stand, permitting the participant to touch the device stably
during the study. The participants put their hands in the cover
and held the device on the stand.

A list of shapes was printed on a sheet of paper and posted on a
vertical partition board in front of the participant. In addition,
we prepared ten flashcards; each showed one of the 10 shapes
in the same size as it was rendered by the device. The cards
were placed on the cover, and the participant could refer to the
cards when predicting the shape that he/she was holding.

The shapes used in the study (Figure 10) were chosen based
on the previous studies [41, 46]. As for the cylindrical shape,
owing to the limitations of PoCoPo, we rendered a cuboid
with curved surfaces on both the upper side and the lower side.
We also showed a similar shape in the shape list and on the
flashcard. For simplicity, we called it as "cylinder." All the
pins were pushed out to render all kinds of shapes except for
the rectangle. For the rectangle, we did not use the outmost
columns of the pins because they could be pushed out by only
3 mm. Therefore, the use of these pins might have limited
the size of the rendered rectangle. Because of this limitation,
the area used to render the rectangle was 37 mm × 30 mm.
For each shape, by considering each pin’s horizontal position
and its maximum stroke, we presented the maximum size that
can be rendered by the device. Consequently, the sizes of the
rectangle and the cylinder were 37 mm × 68 mm × 30 mm
and 58 mm× 68 mm× 30mm, respectively, and the diameters
of both the sphere and the circle were 80 mm. Note that the
sphere and circle shapes were only partially rendered owing
to the limitation of the rendering area of PoCoPo. Because
we were also interested in exploring whether the device can
present objects larger than the device, we decided to include
these large shapes.

Moreover, to investigate whether the difference of the tactile
spatial acuity between the fingertip and palm base influences
the prediction of shapes, we prepared asymmetrical shapes by

rendering only the upper part or the lower part of the cylindri-
cal, spherical, and circular shapes, e.g., the hemicylinder (up-
per), hemicylinder (lower), hemisphere (upper), hemisphere
(lower), semicircle (upper), semicircle (lower).

Figure 9. Example setup of Study 1. The image on the right side shows
how the paricipant held the device.

Figure 10. Shapes used in the shape prediction study. The images at the
bottom show examples of how the shapes appeared when rendered by
PoCoPo.

Procedure
First, the participants were briefly instructed on the device
mechanism by showing the pins moving up and down for
rendering different shapes. Then, they were informed of how
to hold the device with their fingers and the base of the palm,
and of the study procedure.

This study comprised three sets. The first set is for famil-
iarizing the participants with the device. The data measured
in the first set were not used for the analysis. The answers
(correspondence between the rendered haptic sensation and
intended shape) were not revealed after each set.

Each set involved ten trials, through which the participants
predicted the shape rendered by PoCoPo. A hole was made in
the partition board so that the experimenter behind the partition
could bring the device in and out through the hole. At the
beginning of each trial, the experimenter pulled out the device
from behind the partition, rendered the shape, and pushed the
device back into the cover so that the participant could hold it.
The participants held the device with their dominant hand and



answered the name of the shape that they predicted. They had
the choice of holding the device while the device remained on
the stand or lifting the device, unless they could not see the
device. Touching the top side with their palm and touching
the bottom side with their fingers were prohibited.

There were no duplications of shapes and no time limitation for
each trial. The order of the presented shapes was randomized
and counterbalanced across the participants in each set.

Each set took approximately 10 to 15 minutes. The total time
of the study was approximately 1 hour, including instructing
the participant of the study, and the questionnaire to obtain the
relevant demographic data and comments of the study. Finally,
rewards were provided for the participants.

Results and Discussion
One participant was excluded from the analysis because she
did not hold the device properly.

The results of the shape prediction with 10 participants were
summarized in a confusion matrix (Figure 11). The numbers
in the figure represent the total number of predicted objects
in the final two sets of the study when each "true object" was
rendered. Thus, the maximum number is 20, and the minimum
number is 0.

Overall, the participants were generally successful in predict-
ing the shapes rendered by PoCoPo with an average success
rate of 88.5%. Three shapes, namely, the rectangle, circle, and
semicircle (upper), had a prediction rate of 100%.

The shape with the lowest prediction rate (70%) was the sphere.
The participants sometimes tended to mispredict the sphere
as the circle. P10 commented that, "There was a difference
between height and width. Although it was easy to presume
the shape for the long width-direction, for the short height-
direction, it was difficult to tell the difference of the shapes
between the sphere and the circle." In the current implementa-
tion, because the number of rows was only three, the partici-
pants seemed to have difficulty distinguishing the differences
in the shapes for the height-direction. Increasing the number
of rows would improve the prediction of shapes. Meanwhile,
the opposite result of the circle being predicted as the sphere
did not appear in the study.

The prediction rate of the three upper shapes was 93.3% on
average, and that of the three lower shapes was 83.3% on
average. It is interesting to note that both the prediction rates
for the hemisphere (lower) and the semicircle (lower) were
80 %, and the participants tended to misunderstand not only
the hemisphere (lower) as the semicircle (lower) but also the
semicircle (lower) as the hemisphere (lower). We assume that
this result is due to the low tactile spatial acuity of the palm
compared with the fingers [20, 47]. The comments from the
participants support this result: "It was difficult to distinguish
curved surfaces, including the sphere, circle, and cylinder.
Especially when (I held) only half-rendered shapes." (P3),
"Because the sensitivity on the lower side (palm) is low, the
upper side of shape was easier to figure out." (P4), "I felt the
most ambiguous shapes were the hemisphere (lower) and the

semicircle (lower). It was difficult to distinguish the differences
of the pin length with the palm base." (P5)

Figure 11. Confusion matrix summarizing the results from the shape
prediction study (N=10). Each row shows the total number of predicted
objects in the final two sets of the study.

USER STUDY 2: VISUAL SIZE ACCEPTANCE RANGE
It is known that the visual sensation influences haptic percep-
tion and causes inconsistency in the perceived shape/size and
physical shape/size [35, 4, 21]. We can take advantage of
this effect for rendering multiple virtual objects with different
sizes and shapes simply by changing the visual stimuli while a
person is touching a device to that of the same size and shape.
However, this effect may be problematic for a shape display be-
cause applications that use such displays often require users to
perceive the different sizes of the rendered shape. Therefore, it
is important for researchers to understand the acceptable range
of visual sizes when a handheld shape display like PoCoPo
presents a certain size.

In this study, the participants held PoCoPo with their dominant
hand while wearing a head-mounted display (HMD) and ob-
serving a virtual object represented by the held object through
the HMD. The participants could change the size of the virtual
object until they felt that the size of the virtual object was the
same as that of the object being held.

Participants
Twelve paid participants (6 males and 6 females) were re-
cruited for this study, aged 16 to 40 years (mean: 23.4, std:
6.0). All participants were right-handed. Most of the partici-
pants had experience with VR. Two participants had worn an
HMD regularly. Meanwhile, 6 participants had little experi-
ence with VR. The average hand size and palm width of the
participants were 17.3 cm and 8.1 cm, respectively.

Design and Setup
A Vive Pro Headset9 was used as the HMD so that the par-
ticipants could observe the virtual environment for the study.
9https://www.vive.com/us/product/vive-pro/
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Since they wear the HMD, the participants could not see the ac-
tual size of the object during the study. A Vive Controller was
used to change the visual size of the virtual object step by step.
The size of the virtual object could be increased/decreased by
pressing the up/down button of the controller, respectively. To
reflect the positions of the device with respect to the virtual
object, we used a Vive Tracker. The tracker can be attached to
one end of the device.

The virtual environment for the study was made with Unity.
In the virtual environment, the participants could see only
the virtual object with gray color, and the virtual hand did
not appear in the virtual environment. Because this study was
aimed at measuring the size relations between the physical and
virtual objects, other factors that influence the size perception,
such as the color of objects [49] and the realism of the virtual
hand [33], were excluded.

The primitive shapes used in the study were a sphere, cylin-
der, and rectangle. To determin the shapes, we referred to
[46].However, we slightly modified the shapes to fit the ca-
pability of PoCoPo. Two different sizes of each primitive
shape were prepared: there were two types of rectangles with
different aspect ratios (slim/wide), cylinders with different
curvatures (small/large curvature), and spheres with different
diameters (small/large) (Figure 12). Note that the rectangle
(slim), cylinder (large curvature), and sphere (large) had the
same shapes as those used in Study 1. The sizes of each shape
are listed in Table 2.

We used a one-up-one-down adaptive staircase method, also
used in [16, 46]. Two staircase runs were conducted for each
shape to explore the upper and lower bounds of the visual
acceptance range. The initial sizes of each shape in the virtual
environment were twice as big as the actual size and 0.1 times
smaller than the actual size. These size scales were determined
based on previous research [46]. The step size to change the
shape size was set to 10% of the actual size of each shape.
After the first five reversals, the step size was changed to
5%, then, after another five reversals, the step size was set
to 2.5%. A staircase run was terminated after five reversals
were detected with the delta equal to 2.5%. The upper or the
lower bound was calculated as the mean of the sizes of the
perceived objects for the final five reversals of each staircase
run. The larger value of the two calculated values is the upper
bound, and the smaller value is the lower bound. The order of
the shape sizes was counterbalanced between the participants.
Furthermore, the order of the upper and the lower bound was
randomized. In total, 13 trials (= 3 shapes× 2 types× 2 initial
sizes + 1 practice trial) were used to input the perceived size
of the shape for one participant.

Procedure
At the beginning of the study, the participants were briefly
instructed on the device mechanism and the procedure of
the study. After the instruction, the experimenter assisted
the participants in putting on the HMD and gave the Vive
Controller to their non-dominant hand. The participants were
told not to take off the HMD during the study unless they felt
motion sickness or fatigue from the experience of VR.

Figure 12. Shapes used in the visual size acceptance range study. The
images at the bottom show examples of how the shapes appeared when
rendered by PoCoPo.

The series of trials to input the perceived sizes began with a
practice trial. The practice trial was prepared for familiariza-
tion of the device and input method to change the visual size.
The results of the practice trial were not used for the analysis.
For the first of each trial, the experimenter changed the shape
of PoCoPo and then put the device with the stand close to the
dominant hand of the participant. The participants held the
device with their dominant hand and started to adjust the size
of the virtual object to fit the size of the held object. They
could freely lift the device from the stand or place the device
on the stand while inputting the perceived size of the device.

There was no time limitation in each trial. The study took
approximately 45 minutes, including the time for instructing
the participants of the study, the questionnaire to obtain the rel-
evant demographic data of the participants, and the comments
of the study. Finally, we provided a reward for the participants.

Results and Discussion
The results of the visual size acceptance study are listed in
Table 2. An overlap between the upper bound of the small
sphere and the lower bound of the large sphere was not found.
This result shows that the participants could correctly perceive
the size differences in the diameters of the two spheres. As for
the other shapes, although the aspect ratio of the two rectan-
gles and that of the two cylinders were different, the partici-
pants could perceive the size differences correctly. Regarding
this experiment, 4 out of the 12 participants commented that
the prediction of the shape size was difficult. However, it
is interesting that the participants could still distinguish the
differences in the sizes of the shapes very well.

The lower and the upper bounds of each shape were 22.8%
and 28.8% larger on average than the size of a physical ob-
ject. It is interesting to note that the shapes were perceived
at approximately 25% larger than the actual size for both the



Table 2. Study 2 results: visual size acceptance range of each shape. "Upper bound" and "Lower bound" refer to the averages of the upper and lower
bounds computed from the answer of each participant.

upper bound and lower bound. This result corresponds to that
of previous research [46]. Here, it was concluded that the
position of the props to mount on the hand influenced the size
perception. In our study, however, we did not mount the device
on the participant’s hand. Related to this issue, one participant
commented that "Because the frame (outside of the display
area) of the device was touching my hand, I sometimes felt
the (rendered) object longer along the direction of the frame.
"(p11) Therefore, we assume that the skin contact sensation
from the outside of the display area would have influenced
the perception of the size. This result indicates that the device
should be designed carefully so that the user cannot touch the
outside of the display area easily.

LIMITATION AND FUTURE WORK

Pin Speed
The pin speed of PoCoPo is relatively slow compared with
other pin-based shape displays. For example, although
shapeShift [41] uses a similar motor to PoCoPo, it can move
each pin at 75 mm/s. One of the reasons for the slow pin
motion is the employment of the worm gear mechanisms to
obtain sufficient power to push up a user’s fingers and palm.
Another reason is that the gears and housing were fabricated
using a 3D printer, which limits the precision of the mechan-
ical parts, causing significant frictional forces. In our next
study, we will optimize the speed and force by adjusting the
gear ratio and precisely fabricating the gears and body. We ex-
pect this improvement may enable the dynamic transformation
of graspable objects in a more effective way.

Display Area Size and Number of Pins
We determined the display area size of PoCoPo to cover an
adult’s fingers and part of the palm (i.e., mainly the base area
of the palm) while ensuring the whole device is light enough
to hold and move around. However, one limitation is that the
device cannot present shapes to the base area of fingers. This
may be one of the reasons that some participants could not
predict some of the shapes correctly.

Another limitation may be the low resolution of pins and rel-
atively short pin strokes. In particular, a low pin resolution
makes users conscious of the pin edges. In fact, two partic-
ipants felt discomfort or pain due to the edges of the pins.
Because our current constraints are mainly due to the size
of the motors we used, we are investigating smaller actua-
tors, such as piezo actuators [38, 18] or electrostatic adhesion
brakes [55], to improve the resolution of the pin arrays and
display area. We are also considering covering the pin arrays

with a flexible sheet, such as FEELEX [17] or Sublimate [24].
These methods would not only make the edges of the pins and
the device unnoticeable but also make it easier to render the
shapes with curved surfaces.

Another possible solution to alleviate the limitations of pin-
based shape displays (i.e., small display size, slow pin speed,
and low display resolution) is to utilize a visuo-haptic illu-
sion [1]. Visuo-haptic illusion is the perceptual illusion that
visual information influences how we process haptic feedback.
Although such research has been conducted with a grounded
pin-based shape display, we believe that some of these tech-
niques can be used in handheld pin-based shape displays as
well.

Shape Transition during Holding of PoCoPo
We designed PoCoPo such that a user can continue to hold it
throughout the VR experience. One of the concerns of such
usage might be that the shape transition harms immersion or
reality if it occurs at an undesirable time. We envisioned two
usage scenarios to alleviate this concern.

The first scenario is to use PoCoPo as a VR controller such as
Vive Controller or Oculus Touch. When simply navigating a
VR environment, all the pins would be stored. Then, when a
user picks up or grasps a VR object, PoCoPo changes its shape
to match the object. Although the user might feel the shape
transition, it would be rather effective for the user to make sure
they maintain holding the object. If the slow transition speed
harms the immersion or reality, we would consider adding an
appropriate visual effect that indicates the transition.

The second scenario is to hold PoCoPo only when it is nec-
essary. For example, PoCoPo would be placed in a physical
environment to match the position of a VR object. Then,
PoCoPo can change its shape before the user picks it up. By
using the Haptic Retargeting technique [3], the system could
present multiple virtual objects with different shapes placed at
different locations, even with a single PoCoPo.

Perception of Shapes and Sizes while Carrying Device
One of the contributions of PoCoPo is it is handheld. A user
can move around a VR environment freely while holding the
device. However, in our user studies, we placed PoCoPo on
the stand to minimize the effect of how participants hold the
device. Although the participants were allowed to lift the de-
vice from the stand, most participants performed the study
rarely did so. Thus, we could not evaluate the effect of the
weight that may be inevitable when users carry the device. In



our future work, we will perform a similar shape/size percep-
tion test while allowing the participants to carry and swing the
device around.

Touch Detection Capability
Some pin-based shape displays enable each pin to detect a
user’s touch independently by using air pressure sensors [46]
or capacitive touch sensors [18]. In the case of PoCoPo, such
a capability will enable a designer to render elastic or de-
formable objects. Therefore, we are investigating various
touch sensing techniques that can be embedded into a hand-
held pin-based shape display like PoCoPo.

CONCLUSION
We proposed PoCoPo, the first handheld shape display for
rendering various 2.5D shapes in the hand in realtime. PoCoPo
is a cuboid-shaped device comprising 18 pins on two of its
sides. The display area, where the pins move up and down,
touch the user’s fingers and palm base. We demonstrated the
design and implementation of the handheld pin-based shape
display that employs the worm gear mechanisms to make the
device compact, yet can generate enough force to move the
pins and maintain the pin length in hand. In the first study, we
found that the users could distinguish the shapes rendered by
PoCoPo, with an average success rate of 88.5%. In the second
study, we investigated the acceptable range of physical sizes
to present an arbitrary shape in VR. While there exist several
limitations in the current implementation, we believe that
PoCoPo provides a highly immersive and realistic experience
in VR with the reproduction of haptic sensation in hand. In
future work, we will further improve the performance of the
handheld pin-based shape display, including the pin speed,
display area, and resolution, to present many kinds of shapes
to the entire hand.
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